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Preamble

Scikit-learn is a library in Python thptovides many supervised learni
and unsupervised algorithms. It is built upon some of the package
already familiar with, like NumPy, Pandas, and MatplotiNith Scikit-

learnmodule, you can train different machine learning models suc
regressia and classification and check their performance using any ¢

metrics discussed in unit 2.

Upon completion of this study unit, you should be able to:

3.1 Train and evaluate classification models for predicting unknown
categorical label and Solving problem using exploratory data analysis

techniques.

3.2 Train and evaluate Logistic regression models for predicting

unknown continuous label

3.3 Train and evaluate Logistic regression models for predicting
unknown continuous label and how to select best model among the

trained models

3.4 Compete on Kaggle for machine learning and data science

competition
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Terminologies, Acronyms and their Meaning

Al Artificial Intelligence pd Pandas
. . TP True Positive
ML Machine Learning
. . FP False Positive
RL Reinforcement Learning
. FN FalseNegative
DL Deep learning
. TN True Negative
EDA Exploratory Data Analysis
RMSE Root Mean Squared Error
np NumPy
sns Seaborn

3.1Introduction to machine learning module: The Scikitlearn

The functionality that scikit-learn provides include:

4+ Regression

4+ Classification

+ Clustering

+ Model selection

+ Preprocessing
Installation

The easiest way to instalkcikit-learn is by running the following on your terminal:

pip install -U scikit -learn

or

conda install -c conda-forge scikit -learn

Importing Scikitlearnmodulefor classification models

Some of the classification models that can be imported from sklearn library includes:
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Logistic Regression : from sklearn.linear_model import LogisticRegression

K Nearest Neighbor : from sklearn.neighbors import KNeighborsClassifier

Support Vector Machine : from sklearn.svm import SVC

Decision Trees Classifier : from sklearn.tree import DecisionTreeRegressor
Random Forest Classifier : from sklearn.ensemble import RandomForestClassifier

Gradient Boost Classifier : from sklearn.ensemble import
GradientBoostingClassier

Importing Scikitlearn module for regression models

Some of the regression models that can be imported from sklearn library includes:

*
*

*

Linear Regression : from sklearn.linear_model import LinearRegression

K Nearest Neighbor Regressor : from sklearn.neighbors import
KNeighborsRegressor

Support Vector Machine : from sklearn.svm import SVR
Decision Trees Regressor: from sklearn.tree import DecisionTreeRegressor

Random Forest Regressor: from sklearn.ensemble import
RandomForestRegressor

Gradient Boost Regressor: from sklearn.ensemble import
GradientBoostingRegressor

3.1.1Classification Machine Learning Model with Health Provider dataset in Ethiopia
Problem statement

You work as an analyst in the marketing department of a company that provides various

medical insurance in Ethiopia. Your manager is unhappy with the low sales volume of a

specific kind of insurance. The data engineer provides you with a sample dataset tbose

that visit the companywebsite for medical insurance.

The dataset contains the following columns:

+*
*
*

User ID
Gender

Age
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+ Salary

+ Purchase: An indicator ofwhether the userspurchased (1) or not-purchased (0) a

particular product.

We plan to use the follaving classifier to predict whether a person that visis the insurance

company will buy or not.

+ Logistic regression

+ Random forest

+ Naive Bayes

4+ XGBoost

+ Support Vector Machine (SVM)
Import Python modules

We need to import some packages that will enable us &xplore the data and build machine

learning models

import numpy as np
import pandas as pd
import matplotlib.pyplot as plt

import seaborn as sns

insurance = pd.read_csv( "datasets/Medical_insurance_dataset.csv" )

insurance.head( 5)

User ID Gender Age EstimatedSalary Purchased
0 15624510 Male 1a 18000 not-purchased
1 153510944 Male 35 20000 not-purchased
2 1368452% Female 32 150000 purchased
3 15668573 Female 26 43000 not-purchased
4 13603246 Female 27 57000 not-purchased

5 157335883 Male 47 25000 purchased
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insurance.shape
(400, 5)

We have 5 variables and 400 instances of those that want to buy medical insurance or not in
this data. The User ID is a random number generated for every customer to comes to the
company for medical insurance. Therefore, it is not useful ipredicting whether the person

will buy medical insurance or not. We will therefore, remove that variable from the data.
insurance.drop(] "User ID" ],axis = "columns" ,inplace = True)

insurance.head()

Gender Age EstimatedSalary Purchased
0 vale 9 18000 not-purchased
1 Male 35 20000 not-purchased
2 Female 32 150000 purchased
3 Female 26 43000 not-purchased
4 Female 27 57000  not-purchased

We want to transform or recode the label Purchased to have for those that bought the
insurance andTt for those that did not purchased the insurance. This will transform the

output variable (label) to be numeric.

insurance[ "Purchased" ] = insurance[ "Purchased" J.apply( lambda x: 1 if x == "pu

rchased" else 0)
insurance.head()

Gender Age EstimatedSalary Purchased
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Digital Innovation and Skills Hub

Now we have 3 features that includegiender, age, andestimated salary while purchased
is the label in this data. Since the label has just two classes or categories (purchased (1) and

not-purchased (0)), this is a binary classification problem.

3.1.2Exploratory Data Analysis

Fact generated by data exploratory will help us to know those féares that can predict
whether a person will purchase medical insurance or not. Let us start by visualizing the

proportion of those that want to buy medical insurance or not.

sns.countplot(x = "Purchased" ,data = insurance);

250

200 -

150 ~

count

100

Purchased

As you can see, majority athose that visit the medical insurance company did not want to
buy the insurance. This is an example of class imbalanced. That is, there is no equal

proportion of those that will buy or not.

sns.countplot(x = "Gender" ,data = insurance)
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Digital Innovation and Skills Hub
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The proportion of males are almost the same as females.

sns.countplot(x = "Gender" , hue = "Purchased" ,data = insurance)
Purchased
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It seems thatmore femaleswould purchase the insurance when compare with males.
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Digital Innovation and Skills Hub

sns.boxplot(x = "Purchased" ,y = "Age",data = insurance) ;

20 +

Purchased

From the look of things, other people purchased the insurance compared with the younger

people.

sns.boxplot(x = "Purchased” ,y = "EstimatedSalary® ,data = insurance) ;
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Digital Innovation and Skills Hub
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People that earned higher salary purchased the insurance while those that earned low did
not purchase the insurance. Of course, it is expected you purchase a medical insurance when

you have money.

Importing machine learning models

from sklearn import metrics # For model evaluation
from sklearn.model_selection import train_test_split # To divide  the data int

o0 training and test set

3.1.3Data Preprocessing

Separating features and the label from the data
Now is the time to build machine learning models for the task of predicting whether the

customers will buy medical insurance or not. Therefore, wehall separate the set of features
(X) from the label (Y).

# split data into features and target
X = insurance.drop([ "Purchased" ], axis = "columns" ) # dropping the label varia

ble (Purchased) from the data
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y = insurance[ "Purchased" ]

X.head()

Gender Age EstimatedSalary

0 Male 19 19000

1 Male 35 20000

2 Female 32 150000

3 Female 26 43000

4 Female 27 57000
y.head()

ol R D
[cx I cw I S s

Name: Purchased, dtype: inted

Onehot encoding

As discussedin data preprocessing we need to create a ondot encoding for all the

categorical features in the data because some algorithms cannot work with categorical data
directly. They require all input variables and output variables to be numeric. In this case, we

will create a onehot encoding for the gender feature by usingd.get_dummies() .

pd.get_dummies(insurance[ "Gender" ])
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Female Male

0 0
1 0 1
2 0
3 1 0
4 0
395 1 0
396 0 1
397 1 0
398 0 1
399 1 0

400 rows = 2 columns

In fact, pd.get_dummies( ) is very powerful to actually locate the categorical features and

create a onehot encoding for them. For example:

pd.get_dummies(X)

Age EstimatedSalary Gender_Female Gender_Male

0 19 19000 0

1 35 20000 0 1

2 32 150000 1 0

3 26 43000 1 0

4 7 37000 1 0
395 46 41000 1 0
3% 3 23000 0 1
397 30 20000 1 0
398 36 33000 0 1
399 4% 36000 1 0

400 rows = 4 columns

We now save this onéhot encodingresult into X.
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X = pd.get_dummies(X)

X.head()

Age EstimatedSalary Gender Female Gender Male

0 g g
1 35 20000 0

2 2 150000

3 26 43000 ]
4 7 57

Split the data into training and tessit

As discussed in A, We will split our dataset (Features (X) and Label (Y)) into training and test
data by usingtrain_test_split( ) function from the sklearn. The training set will bap 1t while
the test set will be¢ 11 PTherandom_state that is set to 1234 is for all of us to have the same

set of data.lt can be set to any number ofhoices

X_train, X_test, y train, y_test = train_test_split(X, y, test_size =0.2,ra
ndom_state = 1234)

We now have the pair of training datgX_train, y_train) and test data(X_test, y_test)

3.2Model training and evaluation

We will use the training data to build the model and then use test data to make prediction

and evaluation respectively.

3.2.1Logistic regression

, AO6O OOAET A , 1T GCEOOEA OACOAOOEITT 11T AAI xEOE

regression from the sklearn model

# Fitting Logistic Regression to the Training set

from sklearn.linear_model import LogisticRegression

We now create an object bclassLogisticRegression() to train the model on
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logisticmodel = LogisticRegression()
logisticmodel.fit(X_train, y_train)

LogisticRegression()

logisticmodel.fit trained the Logistic regression model. The model is now ready to make

prediction for the unknown label by using only the features from the test dataX_test).

logisticmodel.predict(X_test)

array([o0, 0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,
oo000000000000a,o00o00000000°0000000000000,0,0,
0,0,0,0])

, AO6O OAOA OEA bBwidtid Brad@ton T Thi©id Wh@tith® matél prédicted

for us.

logistic_prediction = logisticmodel.predict(X_test)

Model evaluation

Since we know the true label in the test set (i.§. test), we can compare this prediction with
it, hence evaluate the logistic model. | have created a function that will help you visualize a
confusion matrix for the logistic model and you can call on ihenceforth to check the

performance of any model.

def ConfusionMatrix(ytest, ypred, label = ["Negative" , "Positive" ]):
"A beautiful confusion matrix function to check the model performance”
from sklearn.metrics import confusion_matrix
import seaborn as sns

cm = confusion_matrix(ytest, ypred)

plt.figure(figsize =(7, 5))
sns.heatmap(cm, annot = True,cbar = False,fmt ='d" ,cmap = 'YIGn' )
plt.xlabel(  'Predicted" , fontsize = 13)

plt.xticks([ 0.5, 1.5], label)
plt.yticks([ 0.5, 1.5], label)
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plt.ylabel(  'Truth' , fontsize = 13)

plt.title( ‘A confusion matrix' );

By using theConfusionMatrix( ) function, we have:

ConfusionMatrix(y_test, logistic_prediction, label = ["not - purchased" , "purcha
sed"])

A confusion matrix
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Interpretation of the logistic regression model evaluation performance

+ There are 54 True Negatives (TN): predicting that the customer will not buy the
insurance and truly the customer did not buy the insurance.
+ There are 26 False Negative (FN): predicting that the customer willot buy the

insurance and the customer actually bought the insurance.

Evaluation metric

We will use some functions such accuracy and ¥score from metrics module.

We can check the accuracy by using:



¢, H
’
((' I S CS: Computer Science Level 3

metrics.accuracy_score(y_test, logistic_prediction)
0.675

The accuracy of the model i @ v PWe cannot trust this accuracy since the data is class

imbalanced. Therefore, we are going to use F1 score instead.
metrics.fl_score(y_test, logistic_prediction)
0.0

As you can see from the confusion matrix and the rak of F1 score, this model is not efficient

to predict whether or not a customer will buy the insurance.

Naive Bayes
. AOBO0 OOAET A . AEOA "AUAO Al AOOGEEZEAO xEOE
from the sklearn model

from sklearn.naive_bayes import GaussianNB
naivemodel = GaussianNB()

naivemodel.fit(X_train, y_train)
GaussianNB()

naivemodel.fit() trained the Naive Bayes model. The model is now ready to make prediction

for the unknown label by using only the features from the test dataX(_test).
naivemodel_prediction = naivemodel.predict(X_test)
You can call onsaivemodel_prediction to see the prediction

naivemodel_prediction

array([o, 0,0,0,0,1,0,1,0,0,1,0,1,0,0,1,0,1,1,0,0,1,0,0,0,1,0,1,0,1,0,0,0,0, 1, 0,

O’ 1101 01 1| O’ 01 O’ 01 Ol Ol 1’ 11 O’ 01 Ol O’ 11 O’ 01 O’ 1! 1’ 01 1’ 01 1| O’ 01 1’ 0’ O’ Ol 1’ 01 O’ 01 Ol O’ 11

0,0,0,0]

By using theConfusionMatrix() function, we can see how the model performed:
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ConfusionMatrix(y_test, naivemodel_prediction, labe | = ["not - purchased" , "purc
hased"])

A confusion matrix
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Interpretation of the Naive model evaluation performance

+ There are ® True Negatives (TN): predicting that the customer will not buy the
insurance and truly the customer did not buy the insurance.

+ There arel9 True Positives (TP): predicting that the customer will buy the insurance
and truly the customer did buy the insurance.

+ There are 7 False Negatives (FN): predicting that the customer will not buy the
insurance and the customer actually bought the insurance

+ There are 5 False Positives (FN): predicting that the customer will buy the insurance

and the customer did not buy the insurance.

Evaluation metrics

We are going to check theaccuracy and F1 score of them model.

We can check the accuracy by using:
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metric s.accuracy_score(y_test, naivemodel_prediction)
0.85

The accuracy of the model iggv b

We can check the F1 score by using:
metrics.f1_score(y_test, naivemodel_prediction)

0.76

The F1 score of the model ig @ P

As you can see, this model seems goodgredicting whether a patient will buy insurance

or not.

3.2.2Random Forest Model

(@}
O)
(@}

 AOBO OOAET A 2AT AT &1 OAOGO 11T AAT xEOE 1
Forest model from the sklearn module

from sklearn.ensemble import RandomForestClassifie r
randomforestmodel = RandomForestClassifier()

randomforestmodel.fit(X_train, y_train)
RandomForestClassifier()

randomforestmodel.fit() trained the Random Forest model on the training data. The model
is now ready to make prediction for the unknown label byusing only the features from the
test data (X_test).

randomforestmodel_prediction = randomforestmodel.predict(X_test)

You can call oneandomforestmodel_prediction to see the prediction

randomforestmodel_prediction
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array(fo, o,0,0,1,10,1,0,010,010,12,1,1,0,1,1,0,0,1,0,1,0,1,0,1,0,0, 1, 0,
01011,00010,011010010,0011010,1001,0,0,0,1,0,0,0,0,0, 1,
0,0, 0, 0])

By using theConfusionMatrix() function, we can see how the model performed:

ConfusionMatrix(y_test, randomforestmodel_prediction, label = ["not - purchased"
, "purchased" ])

A confusion matrix
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Interpretation of the Random Forest model evaluation performance

+ There are 6 True Negatives (TN): predicting that the customer will not buy the
insurance and truly the customer did not buy the insurance.

+ There are 2 True Positives (TP): predicting that the customer will buy the insurance
and truly the customer did buy the insurance.

+ There are 4 False Negatives (FN): predicting that the customer will not buy the

insurance and the customer actually bought the insurance
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+ There are 9 False Positives (FN): predicting that the customer will buy the insurance

and the customer did not buy the insurance.

Evaluation metrics

We are going to check theaccuracy and F1 score of them model.
We can check the accuracy by using:

metric s.accuracy_score(y_test, randomforestmodel_prediction)
0.8375

The accuracy of the model i) & v P

We can check the F1 score by using:

metrics.fl_score(y_test, randomforestmodel_prediction)
0.7719298245614036

The F1 score of the model ig ® w P

As you can se, this model seems good in predicting whether a patient will buy insurance

or not.
3.2.3Extreme Gradient Boost (XGBoost) Model

L, AOGBO OOAET AT 8' "i100 i1 AAl xEOE 100 OOAETEI
from the sklearn module but before we do that, we need to install the module because it is

not available in the sklearn.

How to install XGBoost

Go to your termina and typepip install xgboost

pip install xgboost
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PS C:\Users\OGUNDEPO EZEKIEL .A> install xgboost
Collecting xgboost

Downloading xgboost-1.3.3-py3-none-win_amdéd.whl (95.2 MEB)

| | 95.2 MB 17 KB/s

Regquirement already satisfied: numpy in c:\users‘ogundepo ezekiel .a\anacondad\lib\site-packages (from xgboost) (1.19.2)
Reguirement zlready satisfied: scipy in c:l\users‘ogundepo ezekiel .a\@nacondad'lib‘\site-packages (from xgboost) (1.5.2)
Installing collected packages: xgboost
Successfully installed xgboost-1.3.3
PS Ci'\Users\OGUNDEPQ EZEKIEL .A> |:|

After installation, you can now import it as follows:

from xgboost import XGBClassifier
xgboostmodel = XGBClassifier(use_label_encoder =False)

xgbboostmodel = xgboostmodel.fit(X_train, y_train)

xgboostmodel.fit() trained the XGBoostmodel on the training data. The model is now ready
to make prediction for the unknown label by using only the features from the test data
(X_test).

xgbboostmodel_prediction = xghoostmodel.predict(X_test)
You can call orxgbboostmodel_prediction to see theprediction

xgbboostmodel_prediction

array(fo,o,0,0,1,1,0,1,0,1,1,0,1,0,0,1,0,1,1,1,0,0,1,0,0,1,0,1,0,1,0,1,0,0, 1, 0,
0’ 01 0’ 1’ 01 0’ 01 0’ 1’ Ol 01 1’ 11 0’ O’ 01 0’ 11 0’ O’ O’ 11 0’ 01 1’ O’ 11 0’ 01 1’ Ol@)’ @11 0‘" @H 0’
0,0,0,0]

By using theConfusionMatrix( ) function, we can see how the model performed:

ConfusionMatrix(y_test, xgbboostmodel_prediction, label = ["not - purchased" , "p

urchased" )
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A confusion matrix
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Interpretation of the XGBoost model evaluation performance

+ There are 4 True Negatives (TN): predicting that the customer will not buy the
insurance and truly the customer did not buy the insurance.

+ There are 18 True Positives (TP): predicting that the customer will buy the insurance
and truly the customer did buwy the insurance.

+ There are 8 False Negatives (FN): predicting that the customer will not buy the
insurance and the customer actually bought the insurance.

+ There are 8 False Positives (FN): predicting that the customer will buy the insurance

and the custome did not buy the insurance.

Evaluation metrics

We are going to check theaccuracy and F1 score of the model.
We can check the accuracy by using:
metrics.accuracy_score(y_test, xgbboostmodel_prediction)

0.8
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The accuracy of the model ig) 1 P

We can check the F1 score by using:
metrics.f1_score(y_test, xgbboostmodel_prediction)
0.6923076923076923

The F1 score of the model i9p @ o b

As you can see, this model seems good in predicting whether a patient will buy insurance or

not.

3.2.4Support Vector Machine (SVM

, AO6O OOAET A 30pPiI OO0 6AAOI O -AAEETA 11 AAT xE
Support Vector Machine model from the sklearn module

from sklearn.svm import SVC
SVMmodel= SVC()
SVMmodel.fit(X_train, y_train)

sVC()

SVMmodel.fit() trained the Support Vector Machine on the training data. The model is now
ready to make prediction for the unknown label by using only the features from the test data
(X_test).

SVMmodel_prediction = SVMmodel.predict(X_test)
You can call or5VMmodel_prediction to see what has been predicted.
SVMmodel_prediction

array([o, 0,0,0,0,1,0,1,0,0,0,0,0,0,0,1,0,0,1,0,0,1,1,0,0,1,0,0,0,0,0,1,0,0,0, 0O,
0o001100000000000000001100,0,10000011,0,0,0,0,0,1,
0,0,0,0])

By using theConfusionMatrix( ) function, we can see how the model performed:
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ConfusionMatrix(y_test, SYMmodel_prediction, label = ["not - purchased" , "purcha
sed"])

A confusion matrix
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Interpretation of the Random Forest model evaluation performance
+ There are 81 True Negatives (TN): predicting that the customer will not buy the
insurance and truly the customer did not buy the insurance.

+ There are 13 True Positives (TP): predicting that the customer will buy the insurance
and truly the customer did buy the insurance.

+ There are 13 False Negatives (FN): predicting that the customer will not buy the
insurance and the customer actually bought the insurarec

+ There are 3 False Positives (FN): predicting that the customer will buy the insurance

and the customer did not buy the insurance.

Evaluation metrics

We are going to check thaccuracy and F1 score of the model.

We can check the accuracy by using:
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metric s.accuracy_score(y_test, SVMmodel_prediction)
0.8

The accuracy of the model ig) 1 P

We can check the F1 score by using:
metrics.fl_score(y_test, SVMmodel_prediction)
0.6190476190476191

The F1 score of the model ig @ b

As you can see, this model seems gowdpredicting whether a patient will buy insurance or

not.

Models Summary

Model (s) Accuracy (%) F1-score (%)
Logistic regression 67.5 0

Naive Bayes 85 76

Random Forest 83.75 77.19
XGBoost 80 69.23

SVM 80 61.9

Having train all the five (5) modelswe can see that the best model that can accurately predict

whether a customer will buy the insurance or not is the Random Forest Model.
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Class activity 1 (Peer to peer review activity)

Peer to Peer Interaction

Visit the LMS, locate forum activity and participate in the discussion

Use the following models to predict whether a customer will buy
insurance or not. Your teacher has also included how to impo
those models for you.
\ *] Ik , + K_Nearest Neighbor: from sklearn.neighbors import
/ ' ¢\ /%") W/ /fx { KNeighborsClassifier
\

+ Decision Trees Classifier : from sklearn.tree import
DecisionTreeClassifier

4+ Gradient Boost Classifier : from sklearn.ensemble import
GradientBoostingClassifier

Which of the three (3) model is the best in term ofhe F1 score?

Class activity 2

The employee retention datasetfiIR_comma_sep.csy from
https://www.kaggle.com/giripujar/hr -analytics can be seen in the activity
directory. The dataset is from Human resources department of one big company

in Somalia. The HR want to determine what is making the staff to leave the

company and they have tasked you, a data scientist, to build a model to ghict

who is like to leave the company. The label in the datasetlest (retention) :

1. Do some exploratory data analysis to figure out which variables have direct and clear impact

employee retention (i.e.whether they leave the company or continue tovork)
Plot bar charts showing impact of employee salaries on retention
Plot bar charts showing correlation between department and employee retention

Build at least three classification models for the dataset

a M 0D

Measure the accuracy of those models
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6. Which modelis the best among the models trained?

3.3Regression Machine Learning Model with Kengstaurant

dataset

The objective of the regression task is to predict the amount of tip (gratuity in Kenya Shilling)
given to a food server based on total_bjlgender, smoker (whether they smoke in the party
or not), day(day of the week for the party), time(time of the day whether for lunch or dinner),

and size(size of the party).
Label: The label for this problem is tip.

Features: There are@ features and theyinclude total bill, gender, smoker, day, time, and

size.

We plan to use the following regression models (regressor) to predict the amount of tips

that will be given during a particular party in therestaurant:

+ Ordinary Least Square (OLS)

+ Support VectorMachine (SVM)

+ Extreme Gradient Boosting (XGBoost)
+ Decision Tree

+ Random Forest

3.3.1Import Python modules

We need to import some packages that will enable us to explore the data and build machine

learning models

import numpy as np
import pandas as pd

impor t matplotlib.pyplot as plt




import seaborn as sns

from pandas_profiling import ProfileReport

tip = pd.read_csv( "datasets/tips.csv"

tip.head( 10)

total_bill tip
0 212550 360.7%

1 273718 25842

3 349345 337.90

4 3470356 567.E9

5 2411.08 29645
6 460743 374596
7 116521 70057
8 259504 347.71
9 2622534 23397
tip.shape

(744, 7)

gender

hale
Female
Female
Female

Male
Female
Female
Female

Male

hale

smoker

Mo

Mo

Yes

Mo

s

Yes

Mo

Mo

Mo

ez

day
Thuur
Sun
Thuur
Sun
Sun
Thur
Thur
hon
Sat

Thur

)

time
Lunch
Dinner
Dinner
Cinner
Lumch
Lunch
Cinner
Cinner
Cinner

Lunch

size

Ln

ra

-

L
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We can use pandas_profiling to do some data exploration before training our models

tip.profile_report()
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Digital Innovation and Skills Hub

Overview

m Warnings o Reproduction
Dataset statistics Variable types
Number of variables 7 Numeric 3
Number of observations 744 Categorical 3
Missing cells 0 Boolean 1
Missing cells (%) 0.0%
Duplicate rows. 1
Duplicate rows (%) 0.1%
Total size in memory 40.8 KiB

Average record size in memory 56.2B
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Variables

total_bill

Real number (Rz.p)

tip

Real number (Fzg)

gender
Categorical

smoker
Boolean

Distinct
Distinct (%)
Missing
Missing (%)
Infinite
Infinite (%)

Distinct
Distinct (%)
Missing
Missing (%)
Infinite
Infinite (%)

Distinct
Distinct (%)
Missing
Missing (%)

Memory size

Distinct
Distinct (%)
Missing
Missing (%)

Memory size

636 Mean
85.5% Minimum
0 Maximum
0.0% Zeros

0 Zeros (%)
0.0% Memory size
364 Mean
48.9% Minimum
0 Maximum
0.0% Zeros

] Zeros (%)
0.0% Memory size
2

0.3%

0

0.0%

5.9KiB

2

0.3%

0

0.0%

8720B
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2165.00664

4469

5538.29

0
0.0%

59 KB

I.ll-..l. I.

&

Toggle details

° &

3259480914

0
1090

0.1%
59 KiB

|J'|I|I 'li il.lLll..h o -
s

$ & H

Male
Female

Toggle details

False 398
True 346

Toggle details
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day

Categorical

time
Categorical

size
Real number (Rzg)

Distinct
Distinct (%)
Missing
Missing (%)

Memory size

Distinct
Distinct (%)
Missing
Missing (%)

Memory size

Distinct
Distinct (%)
Missing
Missing (%)
Infinite
Infinite (%)

0.9%

0.0%
5.9KiB

0.3%

0.0%
59 KiB

0.8%

0.0%

0.0%

Mean
Minimum
Maximum
Zeros
Zeros (%)

Memory size
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Sat

Sun

Thur

Fri

Tues

Other values (2)

Toggle details

Dinner
Lunch

Toggle details

3180107527

o .III..
" & L b @ @

59 KiB

Toggle details
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Interactions

total_bill tip size

total_bil  tp  size

5000

4000

total_bill

2000

10c0

3000

a

800
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1000
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Correlations

Pearson's r Spearman's p Kendall's T Phik (pk) Cramér's V (gc) Toggle comrelation descristons

1.00
0.75
total_bill
0.50
- 025
tip = 000
- =0.25
=0.50
size
-0.75
=1.00
3 2 g
fl ‘@
o
E
Missing values
Count Matrix
B b
A A e e A A s
1.0 744
0.8 585
0.6 446
0.4 297
0.2 148
0.0 0
e . £ 3
ol ® S ¥ & & &
\,‘}/ g“(\ GJ((\O b o

NS

A simple visualization of nullity by column
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First rows
total_bill tip gender smoker day time size
0 212550 360.79  Male No Thur  Lunch 1
1 272718 259.42 Female HNo Sun  Dinner 5
2 1066.02 27463 Female Yes Thur Dinner 4
3 348345 33790 Female HNo Sun  Dinner 1
4 347056 567.89 Male fes Sun  Lunch &
5 241108 29645 Female Yes Thur Lunch 2
6 460743 37496 Female MNo Thur Dinner 4
7 116521 700.87 Female MNo Mon  Dinner 2
& 269504 34771 Male Mo Sat  Dinner 5
9 262254 233.97 Male es Thur Lunch &
Last rows
total_bill tip gender =mocker day time size
734 169277 327.00  Male Yes Sat  Dinner 2
735 109763 13825 Male Mo Sat  Dinner 2
736 137340 109.00 Male Ves Sat  Dinner 2
TIT 357847 12753 Male es Sat  Dinner 2
738 390547 509.03 Female MNo Sat  Dinner 3
739 316427 64528  Male Mo Sat  Dinner 3
740 295262 218.00 Female Yes Sat  Dinner 2
741 247103 215.00 Male es Sat  Dinner 2
742 194238 190.75 Male Mo Sat  Dinner 2
743 204702 32700 Female Mo Thur  Dinner 2

Duplicate rows

Most frequent

total_hbill tip gender smoker day time size count

0 14170 218.0 Female Yes Thur Lunch 2 2

Report generated with pandas-profiling

We can also explore theelationship between the amount of tip andcategorical variables

tip vs. gender
sns.boxplot(x = "gender" ,y = "tip" ,data = tip)
plt.ylabel(  "Amount of tip" );
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+
1000 *
800 4 ¢
L]
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]
‘5 600 1
1=
=
[=]
E
<L 400 -
200 4
0 -
T T
Male Female

gender

The amount of tips given by both gender is almost the same although there was an extreme

amount of tip given by some men.

tip vs. smoker

sns.boxplot(x = "smoker” ,y = "tip" ,data = tip)

pltylabel(  "Amount of tip" );
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+
1000 ’
800 ¢ i
=2
]
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b=
=
[=]
E
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200 -
0_
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No Yes

smoker

Smoker andnon-smoker gave almost amount of tip.

tip vs. time

sns.boxplot(x = "time" ,y = "tip" ,data = tip)

pltylabel(  "Amount of tip" );
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time
Smoker andnon-smoker gave almost amount of tip.

3.3.2Model building
After getting some insight about the data, we can now prepare tlata for machine learning

modelling

Importing machine learning models

from sklearn import metrics # For model evaluation
from sklearn.model_selection import train_test_split # To divide the data int

o training and test set

Data Preprocessing
Separatindeatures and the label from the data

Now is the time to build machine learning models for the task of predicting the amount of tip
that would be given for any party in therestaurant. Therefore, we shall separate the set of
features (X) from the label (Y).

tip.head( 4)
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total_bill tip gender smoker day  time size
0 212550 38079 Male Mo Thur  Lunch 1
1 272718 25942 Female Mo Sun  Dinner 5
2 108602 27468 Fernale Yes Thur Dinner 4
3 349345 33790 Fermale Mz  Sun  Dinner 1

# split data into features and target

X = tip.drop([ "tip" ],axis = "columns" ) # droping the label variable (tip) fro
m the data

y = tip[ "tip" ]

X.head()

total_bill gender smoker day  time size
0 212550 Male Mo Thur Lunch 1

1 272718 Female Mo  Sun  Dinner 5

[

2 106602 Female Yes Thur Dinner

3 349345 Female Mo  Sun  Dinner 1
4 3470.56 Male Yes Sun  Lunch 6
y.head()

a 368 .79

1 250,42

2 274.68

3 337.98

4 567 .89

Mame: tip, dtype: floatéd

Since the label is continuous, this is a regression task.

One-hot encoding

As discussedin data preprocessing, we need to create a onéot encoding for all the

categorical features in the data because some algorithms cannot work with categorical data
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739
T40
741
742
743

directly. They require all input variables and output varialbes to be numeric. In this case, we

will create a onehot encoding for gender, smoker, day and time by usimgl.get_dummies() .

pd.get_dummies(X)

total_bill size gender_Female gender_Male smoker No smoker_Yes day Fri day Mon day Sat day Sun day Thur day Tues day Wed time_Dinner time_Lunch

212550 1 0 1 1 0 0 0 0 0 1 0 0 0 1
272718 5 1 0 1 0 0 0 0 1 0 0 0 1 0
106602 4 1 ( ( 1 0 ( ( ( 1 0 ( 1 (
340345 1 1 0 1 0 0 0 0 1 0 0 0 1 0
47056 6 ( 1 ( 1 ( ( ( 1 ( 0 ( 0 1
6427 3 ( 1 1 0 ( ( 1 ( ( 0 ( 1 (
206262 2 1 0 0 1 0 0 1 0 0 0 0 1 0
247103 2 0 1 0 1 0 0 1 0 0 0 0 1 0
104238 2 0 1 1 0 0 0 1 0 0 0 0 1 0
204702 2 1 0 1 0 0 0 0 0 1 0 0 1 0

744 rows = 15 columns

We now save this result of onéhot encoding into X.

X = pd.get_dummies(X)

X.head()

total_bill size gender_Female gender_Male smoker No smoker Yes day Fri day Mon day 5at day Sun day Thur day Tues day Wed time_Dinner time_Lunch

2125.50 1 0 1 1 0 0 0 0 0 1 0 0 0 1
272718 5 1 0 1 0 0 0 0 1 0 0 0 1 0
1066.02 4 1 0 0 1 0 0 0 0 1 0 0 1 0
349345 1 1 0 1 0 0 0 0 1 0 0 0 1 0
3470.36 6 0 1 0 1 0 0 0 1 0 0 0 0 1

Split the data into training and test set

We will split our dataset (Features (X) and Label (Y)) into training and test data by using
train_test_split() function from the sklearn. The training set will bey 11 Rvhile the test set

will be ¢ 1t BPTherandom_state that is set to 123} is for all of us to have the same set of data.

X_train, X_test, y_train, y_test = train_test_split(X, y, test_size =0.2,ra
ndom_state = 1234)

We now have the pair of training datgX_train, y_train) and test data(X_test, y_test)
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We will use the training data to build the model and then use test data to make prediction

and evaluation respectively.

Linear Regression

, AO6O OOAEI

regression from the sklearn model

A 1TETAAO OACOAOOEIT

# Fitting Linear Regression to the Training set

from sklearn.linear_model import LinearRegression

i T AALinear EOE

We now create an object of cladsinearRegression to train the model on

linearmode

= LinearRegression()

linearmodel.fit(X_train, y_train)

LinearRegression()

linearmodel.fit

trained the Linear regression model. The model is now ready to make

prediction for the unknown label by using only the features from the test datax_test).

linearmodel.predict(X_test)

array( [367

298.

311

315.
375.

381

323.
376.

371

353.

248

389.
328.
382,
327.
315.
386.
274.

3a3

linearmodel_prediction

43348391,
85746332,
53154902,
29957874,
77087624,
82748847,
44463928,
11352327,
367356855,
93437564,
.48367105,
58836497,
46831958,
31824303,
49791297,
54524402,
91179633,

14648354,
.@8991254])

254

296

328

386

319

17827121,
294,
266.
379.
345,
47261286,
325.
394.
329.
292,

14453677,
76533203,
339987
96183113,

96891259,
937997867,
21139694,
a7esl347,

12726277,
321.
391.
.93874845,
345.
313.
. 83745527,

318.

67127483,
63641292,

53885245,
14534587,

37551597,

274,
257.
287.
298.
257.
377.
296.
314.
3@9.
329.
343,
344,
387.
371.
323.
348.
328.
393.

19116818,
66138348,
58591095,
34324797,
77234087,
377688494,
455424531,
34668781,
215458446,
95148959,
85442963,
84535554,
léd4eo2E,
71312874,
75874484,
15326222,
a4a3360a7,

a7e72vel,

34a

380

343

326

352

46482511,
283,
268.
344,
383.
,998273
295,
252,
33s,
302,

235271594,
12328887,
98937881,
58762963,

88858357,
39149885,
13229996,
4e022122,

74524418,
358.
359.

la847286,
a7e45622,

LT4e@2481,
351.
364a.

67789868,
45811712,

84161322,

329.

21573682,

. This is what the model predicted for us.

, AGG O OAOA

prediction result into

0
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linearmodel_prediction = linearmodel.predict(X_test)
Model evaluation

Since the prediction iscontinuous, we can only measure how far the predictiors from the

s o~ oA o~ N

AAOOAT OAI OGAOG8 , A0O6O AEAAE OEA AOOI O &£ O AAAE
y _test - linearmodel prediction

24.9681516
-127.218271
117.1185848
29.585975
-8@.857463

s N L

[ = R

[ DLW T ¥ )]

4]

233518
.455516

.553272

f= O
s O O

]
=

TR N Yy T
I
T8 L R LN = LN

- = |
728887

Length: 149, dtype: floatéd

e Y R Sy T S 8
L0

- LTI [ Vs B Yy P
.

=
i
i+
[

The positive ones show that the prediction is higher than the actual values while the negative

ITTAO AOA AAIT x OEA AAOOAI erdiby Gsh@Be Rodt Gléad 1 1 x
Squared Error (RMSE).

MSE= metrics.mean_squared_error(y_test, linearmodel_prediction)

MSE

20201.415276948974

We now take the square root of the Mean Squared Error to get the value of the RMSE.
np.sqrt(MSE)

142.13168287524417

Therefore, the RMSE for the linear regression is 142.1316828752442.

Random Forest Model
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, AO80O OOAET A 2ATATI1T &1 OAOO i 1T AAT xEOE 1
the sklearn module

from sklearn.ensemble import RandomForestRegressor
randomf orestmodel = RandomForestRegressor()

randomforestmodel.fit(X_train, y_train)
RandomForestRegressor()

randomforestmodel.fit() trained the Random Forest model on the training data. The model
is now ready to make prediction for the unknown label by using onlyhe features from the
test data (X_test).

randomforestmodel_prediction = randomforestmodel.predict(X_test)

MSE= metrics.mean_squared_error(y_test, randomforestmodel_prediction)

MSE

25061.411952729868

We now take the square root of the Mean Squared Errtw get the value of the RMSE.
np.sqrt(MSE)

158.30796553783978

Therefore, the RMSBf Random Foresis 160.3155113080993.

Extreme Gradient Boost (XGBoost) Model

, AO6O OOAET AT 8'"1T100 I1TAAl xEOE 1T O@oddOAET

from the xgboost module.

from xgboost import XGBRegressor
xgboostmodel = XGBRegressor(use_label_encoder =False)

xgbboostmodel = xgboostmodel.fit(X_train, y_train)

(@]}

O
Ol
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xgboostmodel.fit() trained the XGBoosmodel on the training data. The model is now ready
to make prediction for the unknown label by using only the features from the test data
(X_test).

xgbboostmodel_prediction = xgboostmodel.predict(X_test)

You can call orxgbboostmodel_prediction to see theprediction

MSE= metrics.mean_squared_error(y_test, xgbboostmodel_prediction)

MSE

29250.892630941566

We now take the square root of the Mean Squared Error to get the value of the RMSE.
np.sqrt(MSE)

171.0289233753799

Therefore, the RMSE for th&gbboostmodel is 171.0289233753799

Support Vector Machine (SVM)
, AO6O OOAET A 30pPTI OO0 6AAOI O - AAEETA 11 AAT xE
Support Vector Machine model from the sklearn module

from sklearn.svm import SVR
SVMmodel= SVR()
SVMmodel.fit( X _train, y_train)

SVR()

SVMmodel.fit() trained the Support Vector Machine on the training data. The model is now
ready to make prediction for the unknown label by using only the features from the test data
(X_test).

SVMmodel_prediction = SVMmodel.predict(X _test)

You can call orSVMmodel_prediction to see what has been predicted.
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MSE= metrics.mean_squared_error(y_test, SYMmodel prediction)

MSE

19853.340298954365

We now take the square root of the Mean Squared Error to get the value of the RMSE.
np.sqrt(MSE)

140.90188181480886

Therefore, the RMSE for th&upport Vector Machineds 140.90188181480886

Decision Tree
, AOBO OOAET A $AAEOEITT 40AA 11T AAl xEOE 1
model from the sklearn module

from sklearn.tree import DecisionTreeRegressor
decisiontree = DecisionTreeRegressor()

decisiontree.fit(X_train, y_train)
DecisionTreeRegressor()

decisiontree.fit() trained the Decision Tree on the training data. The model is now ready to

make prediction for the unknown label by sing only the features from the test dataX_test).
decisiontree_prediction = decisiontree.predict(X_test)

You can call ordecisiontree_prediction to see what has been predicted.

MSE= metrics.mean_squared_error(y_test, decisiontree_prediction)

MSE

49999.11530536912

We now take the square root of the Mean Squared Error to get the value of the RMSE.

np.sqrt(MSE)

(@}

O
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223.60481950389425

Therefore, the RMSE for th®ecision Treeis 223.60481950389425

Models Summary

Model (s) RMSE
Linear regression 142.13
RandomForest 158.31
XGBoost 171.03
SVM 140.90
Decision Tree 223.60

Having train all the five (5) models, we can see that the best model that can accurately predict
the amount of tips that would be given for a given party in theestaurant is the model with

the lowest RMSE and that iSupport Vector Machine.

Class activity 3 (Peer to peer review activity)

Peer to Peer Interaction

Visit the LMS, locate forum activity and participate in the

: ) \)\ /\} ¢ /\ ) O \ discussion
] | \ * 1§ \“/ { "“ ““V . . .

| }U'L } ‘ JL} | f_j“ {L 1 Use the following models to predict the amount of tips that would
| ¥ be given for a given party in theestaurant. Your teacher has alsc

included how to import those models for you.

+ K Nearest Neighbor : from sklearn.neighbors import KNeighborsRegressor
+ Ridge Regression: from sklearn.linear_model import Ridge
+ Gradient Boost Classifier : from sklearn.ensemble import GradientBoostingRegressor

Which of the three (3) model is the best in term of RMSE?




